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Grounding Spatiotemporal Language

go to the white car near the dumpster walk to the chair in front of the bookshelf
exactly three times, in addition avoid stairs but only after the kitchen counter
in front of the apartment




Grounding Language to Structure

Input
* Spatiotemporal navigation commanad
* Multimodal semantic map: text + images

Output

* LTL formula whose propositions are grounded to real-world landmarks
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Lang2LTL-2: A Modular Grounding System

only then go to the red car to the right of the
bakery

Semantic Database:

plant_city: {amenity: restaurant, diet: vegan} L 2 LT L 2
wildflour: {amenity, bakery} a n g -
i 7_ - \'\i"* )

car_O:

v

Grounded Formula:

F car 0
Alcar_0 U plant_city
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Lang2LTL-2: A Modular Grounding System
\

Input Command: /
Visit the vegan restaurant west of the bakery,

only then go to the red car to the right of the
bakery

Semantic Database:
plant_city: {amenity: restaurant, diet: vegan}
wildflour: {amenity, bakery}
car_0: —

L 2LTL-2
\ ang /

Grounded Formula:
F car_ 0
Alcar_0 U plant_city
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Lang2LTL-2: A Modular Grounding System

Input Command:
Visit the vegan restaurant west of the bakery,
only then go to the red car to the right of the
bakery

Spatial Referring Expression
Recognition

System 1/O
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Lang2LTL-2: A Modular Grounding System

Input Command:
Visit the vegan restaurant west of the bakery,

only then go to the red car to the right of the
bakery

Spatial Referring Expression
Recognition

Spatial Predicates:
{west: the vegan restaurant, the bakery}
{right: the red car, the bakery}

System 1/O

Spatial referring expression: referring expressions connected by a spatial relation
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Lang2LTL-2: A Modular Grounding System

Input Command: : : . System 1/O
Visit the vegan restaurant west of the bakery, Spatial Referring Expression e PR Predlcates.h bak il
nly then go to the red car to the right of the Recognition twest: the vegan restaurant, the bakery} r
g ky {right: the red car, the bakery} System
akery module

J

Intermediate
output

Spatial referring expression: referring expressions connected by a spatial relation

* the vegan restaurant west of the bakery
0 S

Plant City

% Starbucks

Walmart
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Lang2LTL-2: A Modular Grounding System

Input Command: : : . System 1/O
Visit the vegan restaurant west of the bakery, Spatial Referring Expression e PR Predlcates.h bak il
nly then go to the red car to the right of the Recognition twest: the vegan restaurant, the bakery} r
g ky {right: the red car, the bakery} System
akery module

J

Intermediate
output

Spatial referring expression: referring expressions connected by a spatial relation

* the vegan restaurant west of the bakery

M
* the red car to the right of the bakery 9 i D

Plant City

% Starbucks

Walmart
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Lang2LTL-2: A Modular Grounding System

Input Command:
Visit the vegan restaurant west of the bakery,
only then go to the red car to the right of the
bakery

Spatial Referring Expression
Recognition

Spatial Predicates:
{west: the vegan restaurant, the bakery}
{right: the red car, the bakery}

System 1/O

Spatial referring expression: referring expressions connected by a spatial relation

* the vegan restaurant west of the bakery

* the red car to the right of the bakery

Spatial referring expression recognition module

* In-context learning with GPT-4

\

Plant City

Walmart
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Lang2LTL-2: A Modular Grounding System

Input Command:
Visit the vegan restaurant west of the bakery,
only then go to the red car to the right of the
bakery

Spatial Referring Expression
Recognition

Semantic Database:
plant_city: {amenity: restaurant, diet: vegan}
wildflour: {amenity, bakery}
car_O: _

Spatial Predicates:
{west: the vegan restaurant, the bakery}
{right: the red car, the bakery}

System 1/O

Referring Expression
Grounding
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Lang2LTL-2: A Modular Grounding System

Input Command:
Visit the vegan restaurant west of the bakery,
only then go to the red car to the right of the
bakery

Spatial Referring Expression
Recognition

Semantic Database:
plant_city: {amenity: restaurant, diet: vegan}
wildflour: {amenity, bakery}
car_O:

Spatial Predicates:
{west: the vegan restaurant, the bakery}
{right: the red car, the bakery}

System 1/O

L

System
module

J

Referring Expression
Grounding

Referring Expression to Proposition Map:

the vegan restaurant < plant_city,
the bakery & wildflour,
the red car & car_0

Intermediate
output
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Lang2LTL-2: A Modular Grounding System

Input Command:
Visit the vegan restaurant west of the bakery,
only then go to the red car to the right of the
bakery

Spatial Referring Expression
Recognition

Semantic Database:
plant_city: {amenity: restaurant, diet: vegan}
wildflour: {amenity, bakery}

r O: _
car_0 e

Spatial Predicates:
{west: the vegan restaurant, the bakery}
{right: the red car, the bakery}

v

System 1/O

L

System
module

J

Referring Expression
Grounding

Referring Expression to Proposition Map:

the vegan restaurant < plant_city,
the bakery & wildflour,
the red car & car_0

Intermediate
output

v

Spatial Predicate Grounding
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Lang2LTL-2: A Modular Grounding System

Input Command:

i i : System I/O
Visit the vegan restaurant west of the bakery, Spatial Referring Expression ol el Predlcates.h K e
only then go to the red car to the right of the Recognition e e VRgEn RSl e o ke r
ak {right: the red car, the bakery} System
akery I L module J
Semantic Database: ‘ Intermediate
plant_city: {amenity: restaurant, diet: vegan} Referring Expression to Proposition Map: QUL
wildflour: {amenity, bakery} Referring Expression the vegan restaurant & plant_city,
car_O: . Grounding the bakery & wildflour,
— Y the red car © car_0

v

@ Spatial Predicate Grounding

Wildflour P

144

* Spatial referring expression: the red car to the right of the bakery
* Spatial predicate: {right: the red car, the bakery}
* Spatial relation: to the right of

&
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Lang2LTL-2: A Modular Grounding System

Input Command:
Visit the vegan restaurant west of the bakery,
only then go to the red car to the right of the
bakery

Spatial Referring Expression
Recognition

Semantic Database:
plant_city: {amenity: restaurant, diet: vegan}
wildflour: {amenity, bakery}
car_O:

Spatial Predicates:

System 1/O

{west: the vegan restaurant, the bakery}

{right: the red car, the bakery}

System
module

J

I L

v

Referring Expression
Grounding

Referring Expression to Proposition Map:

Intermediate
output

the vegan restaurant < plant_city,
the bakery & wildflour,
the red car & car_0

v

Spatial Predicate Grounding

Spatial Referring Expression to Symbol, Proposition, Map:

the vegan restaurant west of the bakery & a & plant_city,
the red car to the right of the bakerye b & car_0
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Lang2LTL-2: A Modular Grounding System

Input Command:
Visit the vegan restaurant west of the bakery,
only then go to the red car to the right of the
bakery

Spatial Referring Expression
Recognition

Semantic Database:
plant_city: {amenity: restaurant, diet: vegan}
wildflour: {amenity, bakery}
car_O: _

Spatial Predicates:
{west: the vegan restaurant, the bakery}
{right: the red car, the bakery}

v

Referring Expression
Grounding

Referring Expression to Proposition Map:
the vegan restaurant < plant_city,

the bakery & wildflour,

the red car & car_0

v

System 1/O

System
module

L

J

Intermediate
output

Spatial Predicate Grounding

Spatial Referring Expression to Symbol, Proposition, Map:
the vegan restaurant west of the bakery & a & plant_city,
the red car to the right of the bakerye b & car_0

! !

Lifted Command:
Visit a only then go to b

Lifted Translation “

Lifted Formula:
Fan'aUb

Grounded Formula:

F car 0
Alcar_0 U plant_city

Liu et al. IROS 2024. Lang2LTL-2: Grounding Spatiotemporal Navigation Commands Using Large Language and Vision-Language Models



Lang2LTL-2: Modular Evaluation

Module Accuracy

City 1 (9 landmarks) City 2 (34 landmarks)  City 3 (44 landmarks) City 4 (175 landmarks)

Average

SRER

SPG

LT
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Lang2LTL-2: Modular Evaluation

Module Accuracy
City 1 (9 landmarks) City 2 (34 landmarks)  City 3 (44 landmarks)  City 4 (175 landmarks) Average
[ SRER 99.45 £+ 0.12% 99.43 £ 0.26% 99.56 + 0.63% 99.39 £+ 0.21% 99.46 + 0.34% ]
REG
SPG
LT
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Lang2LTL-2: Modular Evaluation

Module Accuracy
City 1 (9 landmarks) City 2 (34 landmarks)  City 3 (44 landmarks)  City 4 (175 landmarks) Average
SRER 99.45 £+ 0.12% 99.43 £ 0.26% 99.56 + 0.63% 99.39 £+ 0.21% 99.46 + 0.34%
Top-1 99.68 £+ 0.72% 97.98 + 1.07% 88.74 + 2.14% 78.35 +1.97% 91.19 £ 8.84%
REG Top-5 100.00 £ 0.00% 100.00 £ 0.00% 99.56 + 0.24% 99.15 %+ 0.34% 99.68 + 0.41%
Top-10 100.00 + 0.00% 100.00 + 0.00% 99.70 + 0.17% 99.98 + 0.05% 99.92 + 0.15%
SPG
LT
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Lang2LTL-2: Modular Evaluation

Module Accuracy
City 1 (9 landmarks) City 2 (34 landmarks) City 3 (44 landmarks) City 4 (175 landmarks) Average
SRER 99.45 + 0.12% 99.43 + 0.26% 99.56 + 0.63% 99.39 + 0.21% 99.46 + 0.34%
Top-1 99.68 + 0.72% 97.98 +£ 1.07% 88.74 + 2.14% 78.35 £ 1.97% 91.19 + 8.84%
REG Top-5 100.00 £+ 0.00% 100.00 + 0.00% 99.56 + 0.24% 99.15 + 0.34% 99.68 + 0.41%
Top-10 100.00 & 0.00% 100.00 £ 0.00% 99.70 + 0.17% 99.98 £+ 0.05% 99.92 + 0.15%
[ SPG 100.00 £+ 0.00% 100.00 £ 0.00% 99.53 + 0.33% 99.35 + 1.46% 99.72 £ 0.75% ]
LT
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Lang2LTL-2: Modular Evaluation

Accuracy

City 1 (9 landmarks)

City 2 (34 landmarks)

City 3 (44 landmarks)

City 4 (175 landmarks)

Average

99.45 + 0.12%

99.43 + 0.26%

99.56 £+ 0.63%

99.39 £+ 0.21%

99.46 + 0.34%

99.68 + 0.72%
100.00 + 0.00%
100.00 % 0.00%

97.98 + 1.07%
100.00 + 0.00%
100.00 % 0.00%

88.74 £+ 2.14%
99.56 + 0.24%
99.70 + 0.17%

78.35 = 1.97%
99.15 + 0.34%
99.98 + 0.05%

91.19 + 8.84%
99.68 + 0.41%
99.92 + 0.15%

100.00 % 0.00%

100.00 + 0.00%

99.53 + 0.33%

99.35 £+ 1.46%

99.72 + 0.75%

Module
SRER
Top-1
REG Top-5
Top-10
SPG
Finetuned T5-base
LT RAG-10
RAG-50
RAG-100

99.45 + 0.00%
69.33 £ 0.25%
83.79 £ 0.06%
88.20 £ 0.58%

99.45 + 0.00%
70.34 = 0.13%
83.93 £0.12%
88.25 + 1.04%

99.45 + 0.00%
69.65 £+ 0.58%
83.75 £ 0.52%
87.79 = 0.39%

99.45 + 0.00%
70.39 £ 0.84%
83.93 £ 0.65%
87.70 £ 0.13%

99.45 + 0.00%
69.93 £+ 0.62%
83.85 £ 0.33%
87.98 + 0.54%
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Lang2LTL-2: Full System Evaluation

« Average success rates

21,780 semantically diverse commands
« 47 temporal patterns

* 19 spatial relations

4 cities

5 seeds

Liu et al. IROS 2024. Lang2LTL-2: Grounding Spatiotemporal Navigation Commands Using Large Language and Vision-Language Models
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Lang2LTL-2: Full System Evaluation

Full System Accuracy

» Average success rates 0.8 -
« 21,780 semantically diverse commands
47 temporal patterns X 0.61
. . >
* 19 spatial relations §
« 4 cities o 041
O
* 5seeds <
0.2 -
0.0 T T

Image Only

Modality
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Lang2LTL-2: Full System Evaluation

Full System Accuracy

» Average success rates 0.8
« 21,780 semantically diverse commands
47 temporal patterns X 0.61
* 19 spatial relations 9
©
« 4 cities o 041
<
* 5seeds
0.2 1
0.0 T
Text Only (Lang2LTL-Spatial) Image Only
Modality
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Lang2LTL-2: Full System Evaluation

Full System Accuracy

» Average success rates 0.8 1
« 21,780 semantically diverse commands
47 temporal patterns X 0.61
* 19 spatial relations 9
©
* 4 cities 3 041
<
« 5seeds
0.2 1
0.0 -
Text+Image (Ours) Text Only (Lang2LTL-Spatial) Image Only
Modality
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Lang2LTL-2: Robot Demonstration

go to the white car near the dumpster
exactly three times, in addition avoid stairs
in front of the apartment

walk to the chair in front of the bookshelf
but only after the kitchen counter

25
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Robotic Language Grounding

o g I "Go to the store on ! : ' ! “Arrange
3 £ | "Gotothe green | Main Street, and | "Move the novel | "Pick up the largest | "I spilled my drink, | “Make a horizontal all the
£ E room." 1 always avoid the ; onto the table." block." 1 canyou help?" line of blocks” . ”
8 ! parking lot." ! ! ! ! clojetits
1 1 1 1 1
< | First Order Logic : Linear Temporal Logic : PDDL : Code: Python, JS... : Predefined Skills : Natural Language Vision Vector
] 1 1 1 1 1
= ot . 2z : Images Model
- : Initial: big_block = Steps:
§) g 5 'n(th?(( ) : (walmart : (ontable laptop) : mg;(blocks : ; ﬁr‘dka SF:::nge : Steg 1: chop tree Activations
o x.agent(x)), +(walmart) A ' (on novel ' e, - , 2. pick up the ' ’ o)
|§ ® | the(Ay.green(y) A1  m-(parking_lot) 1 laptop) ) ERYEARAMDCAX: I sponge = N Lok®
s room(y))) 1 = 1 Goal: ; X.volume()) ' 3_bring ittoyou Step 2: craft wooden - %
& I [ (ontable novel) 1 pick_up(big_block) 1 ™ 1 stick... B
Discrete < ' I I - I I »  Continuous
Mois Stictire LEFT Lang2LTL LLM+P Code as Policies SayCan VLP VIMA Léés SHiGHirs
z Hsu et al., 2023 Liu et al., 2023b Liu et al., 2023 Liang et al., 2022 Ahn et al. 2022 Du et al., 2023 Jiang et al., 2023 4
More Bias More Variance

Symbols

* Discrete

» More Structure; More bias
« Unambiguous

« Verifiable

* Interpretable

Liu et al. IJCAI 2024 Survey Track. A Survey of Robotic Language Grounding: Tradeoffs between Symbols and Embeddings

High-dimensional Embeddings
 Continuous
* Less structure; More variance

« Adaptive
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Lang2LTL-2: Grounding Spatiotemporal Language

Contributions

« Grounding in novel environments without retraining on language data: 93.53% success rate
« New benchmark of 21,780 semantically diverse commands: 47 temporal + 19 spatial

* Use multimodal semantic map

* Deployed in indoor and outdoor environments

https://spatiotemporal-

https://jasonxyliu.github.io ground.github.io

A Survey of Robotic
Language Grounding
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